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Abstract. Photodetachment microscopy has been performed on a beam of 32S− ions. Analysing the electron
images obtained, we find that the electron affinity measurements performed with the photodetachment
microscope contain a small bias, due to the difference between the actual and assumed values of the
applied electric field. Having a measure of this bias, we can reanalyse older data recorded on the negative
ions O− and Si− along similar lines. As a consequence, the values of the electron affinities of Oxygen,
Silicon and Sulfur can be given with an improved accuracy. The recommended values (with expanded
uncertainties) are now 11 784.676(7) cm−1 for 16O, 11 207.246(8) cm−1 for 28Si, and 16 752.974(5) cm−1 for
32S, i.e. 1.461 113 5(12), 1.389 521 3(13) and 2.077 104 0(9) eV, respectively.

PACS. 32.80.Gc Photodetachment of atomic negative ions – 03.75.-b Matter waves – 07.78.+s Electron,
positron, and ion microscopes; electron diffractometers – 32.10.Hq Ionization potentials, electron affinities

1 Measuring electron affinities
with the photodetachment microscope

1.1 Photodetachment microscopy

Photodetachment of a negative ion may be described as
one of the most simple processes in atomic physics. Ab-
sorption of a photon brings one electron into a structure-
less detachment continuum. Interaction of this electron
with the residual neutral is so weak that the continuum
state can be described, in a very good approximation,
as a free spherical wave. Photodetachment provides the
experimentalist with nearly perfect pointlike free-electron
sources.

When an electron is emitted from such a source set
in a homogeneous external electric field, its trajectories
become parabolas. As a well-known theorem in ballis-
tics, at a fixed initial energy only no or two parabolas
can reach a given detection point. An electron interfer-
ence phenomenon may thus occur, which will give rise to
ringlike fringe patterns. Such interference patterns were
observed for the first time from the negative ion Br− in
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1996, following a suggestion dating back to 1981 [1]. This
was the birth of ‘photodetachment microscopy’ [2].

Having an interference pattern instead of an electron
spot as the output of a photodetachment process makes
it possible to measure the photoelectron energy ε with
interferometric accuracy. Uncertainties down to 1 µeV can
be reached [3] by fitting the obtained electron images with
what is expected from the propagation from a pointlike
source in a uniform acceleration field [4]. Subtracting the
electron energy ε from the energy of the absorbed photon
hν, one can find the electron affinity eA of the species with
a similar accuracy [5]:

eA = hν − ε. (1)

1.2 Doppler effect

A difficulty encountered when implementing the above
method is that the photon energy seen by the ion is not the
same as the one measured in the laboratory. Whatever the
settings, the exact angle at which the laser and ion beam
intersect cannot be known with a very good accuracy. To
circumvent this difficulty, a double-pass scheme is used, in
which the laser illuminates the ion beam twice, in coun-
terpropagating directions. A scheme of the experimental
set-up used for that purpose is shown in Figure 1.

Since photodetachment at the first laser crossing is far
from being saturated, two distinct electron spots are pro-
duced from the same ion beam. An example of such a pair
of spots is shown in Figure 2. Their fitting to the theo-
retical formula yields two photoelectron energies ε and ε′.
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Fig. 1. Scheme of the double-pass photodetachment set-up.
A concave mirror is used to focus the laser back onto the ion
beam. For the sake of making all parts of the set-up visible,
only two of the 28 parallel plates used to produce the electric
field are represented, and the drawing is not made to scale.

1 mm

Fig. 2. A pair of detachment interference patterns obtained
from S− detached in an electric field F = 258 V/m at the
wavelength λ � 596 885 pm (vacuum). Fitting the theory to the
experimental image one finds that the electrons in the left and
right spots have been emitted with kinetic energies ε � 0.713
and ε′ � 0.562 cm−1 respectively.

If one of the spots results from photodetachment by posi-
tively Doppler-shifted photons, the other one is produced
by symmetrically negatively Doppler-shifted photons. Re-
placing ε by the average (ε + ε′) /2 makes a first-order cor-
rection of the unknown Doppler-effect.

The second-order Doppler correction multiplies the
photon energy by the same γ =

[
1 − β2

]− 1
2 factor, with

β = v/c, for all directions of illumination. Additional cor-
rections due to the fact that the two laser beams are
not exactly anti-parallel and that the ion beam undergoes
some deflection by the electric field between the two inter-
action zones can be written as corrections to the photon
energy too. Writing

ν′ = γ

[
1 ± β

D

2

(
1
R

− F

2U

)]
ν (2)

with D the distance between the electron spots, R the
radius of curvature of the mirror, and U the acceleration

voltage of the ion beam, one can write finally [3]

eA = hν′ − 1
2

(ε + ε′) . (3)

The ± sign in equation (2) corresponds to making the
reflected laser illuminate the ion beam either upstream
or downstream of the first illumination zone. The factor
linking ν′ to ν can be calculated with an error smaller
than ±0.7 mk (1 mk ≡ 10−3 cm−1).

1.3 Total uncertainty with no field correction

The total expanded uncertainty of the electron affini-
ties measured with the photodetachment microscope so
far [3,5,6] has been calculated as the sum of twice the stan-
dard deviation of 〈eA〉, as given by averaging a large num-
ber of measurements, and the possible systematic error
that cannot be reduced by averaging. The ±0.7 mk uncer-
tainty on the ν′/ν ratio is a part of the latter. The possible
systematic error made when measuring ν also comes in, for
about ±2 mk or ±0.8 mk, depending on the kind of lamb-
dameter used (see below). Last but not least, a systematic
uncertainty on the measured energies ε and ε′ arises from
the fact that measuring the phase of the interferograms,
one only measures the ε3/2/F ratio [6], with F the ap-
plied electric field. A ±1.2% uncertainty on the intensity
of the applied electric field thus produces a ±0.8% uncer-
tainty on the ε and ε′ values used in formula (3). Since the
mean energy reached above threshold is between 0.4 and
1.2 cm−1, this contribution is roughly ±7 mk on the final
electron affinity.

1.4 Beyond the electric field uncertainty

In principle, the existence of a relative bias on the
(ε + ε′) /2 = ε term can be taken into account by extrapo-
lating the measured eA(ε) values down to eA(0). Unfortu-
nately, we cannot make ε arbitrarily small in the experi-
ment, because a minimum energy is required to make the
image a real fringe pattern and not a trivial electron spot.
As can be observed in Figure 3, which displays only one
of the ten experimental series recorded on S−, the ver-
tical dispersion of the experimental eA(ε) measurements
consequently brings in a lot of uncertainty on the eA(0)
extrapolated value.

The trend for a slightly positive derivative of the mea-
sured electron affinity as a function of ε has neverthe-
less been confirmed by a majority of experimental series.
Its average value is about 0.012, which reveals a system-
atic overestimation of eA by 1.2% of ε. This, in turn, can
be attributed to an underestimation of ε and ε′ by the
same amount. As perturbations of the interference phase
would likely not result in so constant an effect (rescat-
tering would rather produce phase-dependent perturba-
tions), a tentative interpretation is that the electric field
has been underestimated by as much as 1.8%. A possible
explanation for that underestimation will be given below.



C. Blondel et al.: The electron affinities of O, Si, and S revisited with the photodetachment microscope 337

y = 0.015x + 16752.977

16752.970

16752.975

16752.980

16752.985

16752.990

16752.995

0.0 0.2 0.4 0.6 0.8

Photoelectron energy

E
le

ct
ro

n
 a

ff
in

it
y

Fig. 3. Electron affinity as a function of the mean kinetic
energy of the photoelectron (units are cm−1 for both), for a
series of detachment experiments on S−, in an electric field
F � 260 V/m, assuming the presence of a magnetic field B⊥ =
8 × 10−8 T. The adjusted slope K in this case is 1.5 ± 0.5%.

The aim of the present work is to revisit the ancient
data recorded on O− and Si−, together with new exper-
imental data just obtained on S−, and apply this new
‘F -correction’ method so as to give a better determina-
tion of the electron affinities of oxygen, silicon and sulfur.

1.5 Error fluctuations

If the relative error on the electric field was a constant
one, the slope K of the ε correction, which cannot be de-
termined very precisely on a single experimental series,
could be made the object of a two-dimensional averag-
ing procedure with the electron affinity eA itself. Unfortu-
nately, because the place where the ions interact with the
laser beam is not exactly fixed in the interaction chamber,
the relative error made on the electric field may itself vary
from one series to the other one. K is thus not a unique
variable and two-dimensional (K,eA) correlated averaging
does not apply. On the other hand, even though the elec-
tric field error varies from place to place, it necessarily has
a limited dispersion. This suggests to improve the accu-
racy on the extrapolated eA(ε = 0) values by constraining
the linear regressions to have slopes K not too different
from the mean value 〈K〉. Following this idea, after having
made a free-K linear regression of all series, we shall cal-
culate the mean value of the obtained slopes and constrain
the K values, making linear regressions again, with a finite
standard deviation σK around 〈K〉. The overall averaged
value of eA will be calculated with different hypotheses for
this standard deviation and the dispersion will be used to
estimate the final uncertainty. The way to actually impose
a standard deviation on the slope of a linear regression is
described in Appendix A.

1.6 Magnetic field correction

A hypothesis can also be made about the existence of
a residual magnetic field in the interaction zone. Mag-

netic shielding by a double layer of µ-metal is supposed to
make the residual magnetic field smaller than 0.5 µT in
the interaction region. The possible presence of a trans-
verse component of the order of 10−7 T must be taken
into account in the quantitative analysis.

The effect of a longitudinal magnetic field is expected
to reduce the radius of the interferograms by magnetic
focusing, with no change of the number of rings, i.e. of
the phase used for the measurement [7]. The effect of a
transverse magnetic field B⊥ can be calculated by consid-
ering the experiment from the reference frame that makes
the electromagnetic field a pure electric field F ′, or (if
the B‖ component is not zero), from the reference frame
that makes F ′ and B′ parallel. As the density of presence
probability of the electron, i.e. the structure and number
of rings in the interference pattern, is a relativistic invari-
ant, it will be determined, even in the laboratory frame,
by the value of |F ′|. At the lowest order in cB⊥/F ,

F ′ =
√

F 2 − c2B2
⊥. (4)

This correction is always an F -lowering one. In other
words, it tells that the effective electric field may be lower
than what we have assumed, hence that we have overes-
timated the electron energies. It cannot thus be used to
explain the positive slope observed in the data, such as the
ones of Figure 3. The magnetic field effect is an additional
one, the clear demonstration of which would require vary-
ing the electric field on more than one order of magnitude
(which could not be done). We have dealt with this possi-
ble effect by trying several different possible values of B⊥
to correct the measured ε values, within realistic limits.
The resulting variation of the measured electron affinity
eA(0) gives one more contribution to the final uncertainty.
The numerical values for this variation will be given for
every studied atom below.

2 Experimental set-up for S− detachment

2.1 Ion beam

The O− and Si− detachment experiments have been de-
scribed elsewhere [3,5,6]. S− ions can be produced from
the same hot cathode discharge source, fed with a commer-
cial mixture of 2% CS2 and 98% Ar. The source is set at
a potential of –1200 V with respect to the (grounded) ex-
traction electrode. Mass 32 is selected by a Wien velocity
filter. Electrostatic optics is used to collimate the beam.
A quadrupolar deflector eliminates the neutral particles
produced in the first chambers, where the residual pres-
sure is higher. An electrostatic decelerator finally reduces
the ion kinetic energy down to either 300 or 400 eV just
before the photodetachment zone. The ion beam intensity
in the interaction region is typically 200 pA.

2.2 Origin of the electric field bias

Interaction of the ion beam with the detaching laser takes
place in a uniform electric field region shielded against the
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Earth magnetic field by a double layer of µ-metal. The
electric uniform field is produced by a set of 28 parallel
stainless steel plates, with an open central zone of 27 mm
in diameter. The plates around the interaction zone are
14 mm apart.

Deviations of the electric field intensity from its nom-
inal value can have several causes. The first one is the ac-
curacy of the potentials set on the plates (essentially the
two plates that surround the interaction zone). The volt-
age generators and divisors used have a 10−3 accuracy.
The second source of possible deviation is the real dis-
tance set between the plates, which cannot be guaranteed
to be more accurate than ±1% of the supposed 14 mm.
Moreover the thickness of the plates alone, even though
their central opening is larger than the 14 mm spacing,
has the effect of increasing the field by nearly 0.4 % on
axis. Finally the displacement of the interaction zone from
the symmetry centre of the electrostatic plates system can
play a role both in the deviation and in the dispersion of
the real field intensity. Calculations with SIMION [8] show
that a longitudinal displacement of 4 mm, which is about
the distance by which the ion beam is bent by the electric
field, is enough to produce a 10−3 relative variation.

2.3 Laser excitation

Photodetachment of S− has been studied either from the
ground 2P3/2 level of the negative ion to the ground
3P2 level of S near 596.9 nm, or from the fine-structure
excited level 2P1/2 of the ion to either the 3P2 or 3P1 lev-
els of the neutral, near 614.6 and 600.0 nm, respectively
(wavelengths are given in vacuum). Photo-excitation is
provided by a single mode CW dye laser (Spectra-Physics
360 A) pumped by an argon-ion laser. We operate with
Rhodamine 590 in 5% methanol and 95% ethylene-glycol.
The power of the laser is typically 400 mW, for a pump
power of about 5 W.

Short-time stabilisation is obtained by servo-locking
the CW dye laser frequency on a static sigmameter [9].
For the long time stabilization, the sigmameter itself
has its optical path difference servo-locked with a dual-
polarization stabilized He–Ne laser. The whole stabiliza-
tion system makes the laser stability better than 10 MHz
during the whole acquisition time (typically 20 minutes).

The wavelength is measured either by comparison to
the wavelength of an I2 saturated absorption stabilized
He-Ne laser in a Michelson interferometer [10,11] or by
measurement in an Ångstrom WS-8 lambdameter. The
accuracy of the wavenumber so measured is ±2 mk or
±0.8 mk respectively.

2.4 Electron detection

The electron detector [12] of photodetached electrons is
based on a stack of five microchannel plates (MCPs) fol-
lowed by a resistive-anode position encoder. Each detected
electron has its arrival position measured and recorded
in a two-dimensional histogram. After a few million elec-
trons have been recorded (which takes 1000 s typically),

the two-dimensional histogram becomes a good approxi-
mation of the square modulus of the electron continuum
wavefunction, i.e. the interferogram to be analysed.

3 Sulfur

3.1 History of the electron affinity measurements of S

The total photodetachment cross-section of a negative ion
set in an electric field exhibits oscillations that reveal the
existence of the interference brought to observation by the
photodetachment microscope. S− may be the ion on which
this oscillation received the greatest experimental [13–15]
and theoretical [16] attention. In addition, 33S− is one of
the rare examples of a negative ion the hyperfine struc-
ture of which has been actually measured [17]. The use of
a Penning trap made it possible to study S− photodetach-
ment towards the excited 1D term [18], photodetachment
in a magnetic field [19–21] and in parallel electric and
magnetic fields [22].

As a remarkable achievement of one of the first laser
photodetachment studies [23], the electron affinity of sul-
fur was already known to the fourth significant digit in
1970, as eA(S) = 2.0772 ± 0.0005 eV, i.e. 16 754(4) cm−1.
That was, at the time, the best known of all electron
affinities. In 1985, photodetachment near threshold in the
presence of a magnetic field [21] led, by extrapolation to
the zero-field threshold, to eA(S) = 16 752.967(29) cm−1.
The corresponding data were merged with an unpub-
lished result, quoted in reference [21] to be eA(S) =
16 752.966(10) cm−1, to produce the last admitted value,
eA(S) = 16 752.966(8) cm−1 [24].

3.2 Results

Ten series of double detachment interferograms similar to
the one presented in Figure 2 have been recorded, mak-
ing a total of 109 images. For each series, recorded with
fixed acceleration and ion beam settings, a linear regres-
sion such as the one presented in Figure 3 can be made, to
yield an ‘F -corrected’ measurement. Before the regression
is made, every individual ε and ε′ value is corrected for the
possible presence of a transverse magnetic field B⊥. For
the statistical treatment, the uncertainty associated with
every ε value is the sum of the statistical fitting uncer-
tainty and of the maximum error of the laser wavelength
measurement.

For a magnetic field 0 ≤ B⊥ ≤ 6 × 10−8 T, the av-
erage dependence of the measured eA on ε has a slope K
between 1.3 and 1.7%. Table 1 shows the results obtained
with no constraint and with the additional hypothesis that
the K distribution obeys a normal law with an assumed
0.6% or 0.3% standard deviation. It also shows the eA(S)
values obtained with different hypotheses for the trans-
verse magnetic field B⊥. An idea of the most likely value
of the magnetic field can be given by watching either the
residual dispersion of the individually measured electron
affinities with respect to the linear fitting curve such as
the one drawn in Figure 3, or by the effective dispersion
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Table 1. Possible values for the electron affinity of sulfur (cm−1), depending on the deviation admitted for the energy bias and
the assumed value of the residual magnetic field. Numbers are the decimal part of the electron affinity, to be added to 16 752.
Uncertainties, for their statistical part, are twice the standard deviations.

Linear regressions B⊥ = 0 B⊥ = 0.06 µT B⊥ = 0.12 µT

with no constraint 0.9760(27) 0.9762(27) 0.9765(27)

K0 = 〈K〉 |σK = 0.6% 0.9763(18) 0.9765(18) 0.9773(18)

K0 = 〈K〉 |σK = 0.3% 0.9764(12) 0.9767(12) 0.9777(12)

of the set of eA(ε = 0) obtained from the different series.
As along one criterion or the other the dispersion appears
to significantly increase above B⊥ = 1.2 × 10−7 T, no
higher value of B⊥ is considered.

A possible improvement of the method is to take into
account the fact that the actual electric field intensity,
hence the bias, depends on which electron spot is con-
sidered. The spots are actually separated by several mil-
limeters as can be seen in Figure 2, which is quite the
same order of magnitude as the supposed shift of their
average position off axis. Correspondingly, the linear re-
gression can be made a two-dimensional one, i.e. eA a lin-
ear function of ε and ε′ with two coefficients K and K ′,
respectively.

As a matter of fact, the obtained results appear sig-
nificant only when the positions of the spots have been
maintained really identical for the whole series, i.e. only
in three instances. In these cases, the eA value is ac-
tually less biased by the photoelectron spot produced
closer to the centre of the interaction chamber than by
the one made further off-axis. The average of the three
eA values so obtained assuming a zero magnetic field is
eA = 16 752.975 4(43) cm−1, which is compatible but less
accurate than what can be found by the single-K fitting
method (see Tab. 1). This method, though an interesting
one for future experiments where the interaction zones are
set at fixed places, will thus not contribute in a significant
way to the determination of electron affinities with the
present data.

The extreme possible values read from Table 1 are
16 752.9733 and 16 752.9792, which can be summarized
as a 16 752.9762(30) overall result. Though one can hope
that a part of the lambdameter error has been reduced
by this averaging, one cannot exclude that the older
lambdameter was bad enough to put an irreducible sys-
tematic constant error on the λ measurements, that the
more modern WS8 device cannot completely wash out,
for it was only used for the last 10% of the measure-
ments. Since the two apparatuses were checked once to
agree within 0.6 mk, 1 mk appears as a reasonable es-
timate of the maximum residual systematic error due to
wavelength measurements. With the extra ±0.7 mk un-
certainty calculated in the introduction, the experimen-
tal result finally is eA(S) = 16 752.9762(47) cm−1. Taking
the 1985 measurements [21] into account, one can pro-
pose 16 752.974(5) cm−1 as the new recommended value
of the electron affinity of 32S. With the uncertainty on
the conversion parameter [25] taken into account, this is
2.077 104 0(9) eV.

4 Silicon

The electron affinity of Silicon has already been measured
by photodetachment microscopy [3], which improved the
11 207.24(15) cm−1 figure [26] to 11 207.252(18) cm−1.
However, re-examining the data confirms the trend for
a well-defined variation of the measured electron affin-
ity with the average photoelectron energy ε. Though this
functional dependence is partly hidden by the dispersion
of the individual measurements, as can be observed in Fig-
ure 4, extrapolation to zero electric field can provide a
result made free of the electric field uncertainty.
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Fig. 4. Energy of the 3P2 detachment threshold in Si− as a
function of the mean kinetic energy of the photoelectron (units
are cm−1 for both), for a series of detachment experiments in
an electric field F � 435 V/m, assuming the presence of a mag-
netic field B⊥ = 8× 10−8 T. The adjusted slope is 1.4 ± 0.4%.
The energy of the 3P2 level, to be subtracted from the mea-
sured threshold to get the electron affinity, is 223.1572 cm−1.

The fine-structure splittings of the 3P ground term
of silicon are so well-known [27,28] that detachment to
the 3P0, 3P1, and 3P2 thresholds produces equally useful
measurements of the electron affinity, as long as one does
not aim at an accuracy better than 0.1 mk. Seven series,
such as the one presented in Figure 4, have been studied,
which provide us with a total of 74 images. The average
slope 〈K〉 coming from the linear regression of the eA val-
ues as a function of ε is 1.0%±0.4% with no magnetic-field
correction, 1.2%± 0.4% at B⊥ = 8 × 10−8 T.

Table 2 shows the different possible statistical aver-
ages that can be obtained from the data. Two-dimensional
linear fitting at B⊥ = 0 with a pair of coefficients K
and K ′ gives 11 207.2444(21) cm−1, which does not add
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Table 2. Possible values for the electron affinity of silicon (cm−1), depending on the deviation admitted for the energy bias and
the assumed value of the residual magnetic field. Numbers are the decimal part of the electron affinity, to be added to 11 207.
Uncertainties, for their statistical part, are twice the standard deviations.

Linear regressions B⊥ = 0 B⊥ = 0.06 µT B⊥ = 0.12 µT

with no constraint 0.2436(31) 0.2437(31) 0.2437(31)

K0 = 〈K〉 |σK = 0.6% 0.2439(21) 0.2449(22) 0.2480(22)

K0 = 〈K〉 |σK = 0.3% 0.2441(15) 0.2456(15) 0.2502(15)

anything to the information extracted from the one-K,
B⊥ = 0 fittings. From the extreme values one gets
a 11 207.2461(55) cm−1 estimate. The uncertainty still
has to be augmented by the already described possi-
ble systematic errors, which finally provides eA(Si) =
11 207.246(8) cm−1, i.e. 1.389 521 3(13) eV.

5 Oxygen

5.1 History of the electron affinity measurements of O

The history of the electron affinity of oxygen was recently
summarized in several review articles [24,29]. The mea-
surements made for the last 20 years are presented in
Figure 5. The modern part of it began in 1985, when
a laser photodetachment experiment produced a three-
orders-of magnitude improvement on the electron affinity,
down to a ±6 mk accuracy [30]. The Doppler effect, in
this experiment, was eliminated by making the laser and
ion beams co-propagating, then counter-propagating, and
averaging the two extreme Doppler-shifted thresholds. In
such a configuration, geometrical averaging directly cor-
rects the Doppler effect at all orders [31]. Relying on the
very numbers given in the original article, one could then
obtain eA(16O) = 11 784.648(6) cm−1. But the threshold
data of this experiment, published as illustrations in the
1985 review of electron affinities [32], would lead to a
somewhat higher value, which made one of the authors
of the review think later that 11 784.675(6) cm−1 was the
value that should have come out of the experiment [33].
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Fig. 5. The recent measurements of the electron affinity of 16O,
in chronological order. Black squares are the original measure-
ments, grey circles are later revised or recommended values.
Units are cm−1.

The question actually arose when photodetachment
microscopy measurements made around 2000 found a
11 784.682(20), then a 11 784.680(16) cm−1 value [5,6],
which was incompatible with the 1985 measurement. This
puzzling situation has been more clear since new indepen-
dent measurements were made in 2002 and 2003, with a
different technique [34,35]. These experiments agree with
the more recent, not the 1985 measurement.

5.2 Results

The already described fitting methods have been applied
to the data obtained by photodetachment of 16O−. These
data comprise nine series recorded at different ion veloc-
ities and electric fields ranging from 101 to 536 Vm−1.
Figure 6 gives one of them as a typical example, which
shows why assuming a linear variation of eA with ε was
not strikingly evident on these early recordings.
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Fig. 6. Detachment threshold of O− as a function of the
mean kinetic energy of the photoelectron (units are cm−1),
for a series of detachment experiments in an electric field
F � 250 V/m, assuming the presence of a magnetic field
B⊥ = 8 × 10−8 T. Weighted fitting produces a 0.8 ± 0.7 %
slope.

Table 3 gives the possible values for the electron affin-
ity of 16O. The slopes K obtained by free linear regres-
sions are smaller than those obtained with Si and S,
probably because in these older series, the experimen-
tal conditions were less constant than for the more re-
cent ones, which washed the ε dependence out. To take
into account the possibility that a 1.5% error on the
F value nevertheless exist, two additional lines are in-
cluded, that give the average values of eA(O) obtained
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Table 3. Possible values for the electron affinity of oxygen (cm−1), depending on the deviation admitted for the energy bias
and the assumed value of the residual magnetic field. Numbers are the decimal part of the electron affinity, to be added to
11 784. Uncertainties, for their statistical part, are twice the standard deviations.

Linear regressions B⊥ = 0 B⊥ = 0.06 µT B⊥ = 0.12 µT

with no constraint 0.6767(29) 0.6767(29) 0.6767(29)

K0 = 〈K〉 |σK = 0.006 0.6752(19) 0.6760(19) 0.6783(19)

K0 = 〈K〉 |σK = 0.003 0.6754(13) 0.6762(13) 0.6788(13)

K0 = 1% |σK = 0.006 0.6736(19) 0.6747(19) 0.6780(19)

K0 = 1% |σK = 0.003 0.6729(13) 0.6743(13) 0.6784(13)

constraining the linear regressions around a 1% slope.
From the extreme possible values one gets an overall re-
sult eA(O) = 11 784.6759(43) cm−1. With the additional
systematic uncertainties, this is 11 784.676(7) cm−1, or
1.461 113 5(12) eV.

6 Conclusion

A thorough examination of the measurements performed
with O−, Si− and S− ions makes it possible to measure
the error done when a pre-set value of the electric field
was used. The unknown electric field error could thus be
removed from the uncertainty budget of previous measure-
ments. The three measured detachment energies are now
the most well known of all electron affinities.

A straightforward improvement could be to record the
next detachment microscopy images at strictly fixed posi-
tions of the ion-laser intersection, to eliminate the fluctu-
ations due to variations in the electric field relative error.
The interaction chamber could be redesigned too, to pro-
vide a larger volume with a nearly constant field.

Checking the statistical consistency of the numerical
output for electron affinity values, we have set an upper
limit to the residual magnetic field in the interaction re-
gion. Replacing the µ-metal magnetic shielding by active
compensating coils could offer a better control of this field.
Moreover it could open the way to new investigations of
photodetachment dynamics in the presence of both mag-
netic and electric fields [7,22,36–40].

Appendix A: Linear regression
with constrained slope

The maximum likelihood for a set of experimental ki-
netic energies εi and correspondingly measured affinities
Ai with associated standard deviations σi, to sample a
linear law A = A0 + Kε with the constraint that K fol-
lows a normal distribution of probability around K0 with
a standard deviation σK , is reached for the (K, A0) vector
such that, if matrix S is defined as

S =





∑

i

ε2i
σ2

i
+ 1

σ2
K

∑

i

εi

σ2
i∑

i

εi

σ2
i

∑

i

1
σ2

i



 (A.1)

and vector V as

V =





∑

i

εiAi

σ2
i

+ K0
σ2

K∑

i

Ai

σ2
i



 (A.2)

then (
K
A0

)
= S−1V. (A.3)

The standard covariance matrix associated to the (K, A0)
result is exactly S−1. Its second diagonal element gives the
variance σ2

A of the extrapolated electron affinity. Writing

σ−2
A =

∑

i

1
σ2

i

−

(
∑

i

εi

σ2
i

)2

∑

i

ε2i
σ2

i
+ 1

σ2
K

(A.4)

one easily checks that the tighter slope K is constrained,
the more accurate A0 will be, with a minimum variance
which is just the ordinary variance of a weighted average

lim
σK→0

(σ2
A) =

[
∑

i

1
σ2

i

]−1

.

On the other hand, supposing no constraint on the K
coefficient is equivalent to making σK infinite, and reduces
the above to ordinary formulae for linear regression.
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